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Abstract

With the widespread application of deep learning, general object detectors have become increasingly popular in our daily
lives. Extensive research, however, has shown that existing detectors are vulnerable to patch-based adversarial attacks, which
fool such detectors by crafting adversarial patches. Although existing methods have made significant progress in terms of
attack success rate, they still suffer from a highly perceptible problem, making it easy for humans to distinguish these evil
examples. To address this issue, in this paper, we propose a novel spatial transform-based end-to-end patch attack method,
called IPAttack, to synthesize imperceptible adversarial patches. Our approach estimates a flow field f to formulate adversarial
examples rather than introduce small L ,-norm constrained external perturbations. Besides, to improve the imperceptibility
and maintain a high attack performance, we propose the Object Detector Class Activation Map (OD-CAM) for objectors
to extract the most interesting region, which will be applied to spatial transform to generate the final adversarial examples.
Extensive experiments demonstrate that the proposed IPAttack can generate patch-wised adversarial examples with high

imperceptibility while achieving the best attack performance compared to existing methods.
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1 Introduction

Deep learning techniques have been applied to a huge number
of real applications and achieved great success, such as face
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recognition [ 1-4], image classification [5, 6], object detection
[7-10], semantic segmentation [11-14] et. al.. The deep neu-
ral network (DNN), however, can easily be fooled to make the
wrong decisions and encounter adversarial examples, which
are formulated by some well-designed small perturbations
[15-17] or patches [18, 19] to the original clean data. Such a
fooling means is dubbed an adversarial attack [20-22], which
reveals the vulnerability of existing neural networks. There-
fore, adeep study of adversarial attacks needs to be conducted
to understand the characteristics of neural networks [23] and
further improve the robustness of neural networks [24-26].
As one of the important tasks of computer vision, object
detection is widely used in unmanned driving systems [27] et
al. The common object detectors can be divided into the one-
stage-based and the two-stage-based. The one-stage object
detector, like YOLOvV4 [7] and et al., is a regression-based
model, and the two-stage object detector is a proposal-based
model, such as Faster R-CNN [8]. Compared to image classi-
fiers, object detectors are more complicated and challenging
to attack. Generally, adversarial attacks against object detec-
tors can be divided into the following two types. The first
type disturbs the whole image with external perturbations
and uses L -norm to constrain the magnitude of the per-
turbations, such as DAG [28], UEA [29] and MI [30]. The
other type is formulating the adversarial examples with a lit-
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tle sticker to avoid distorting the whole image, such as Dpatch
[31], IPatch [32], DPAttack [33], RPAttack [34].

Although image-size-based perturbation attack is an effective
way to fool object detectors in the digital world, they are imprac-
tical for attacking object detectors deployed in the physical
world. On the other hand, the L ,-norm beyond adversarial
patches is too conspicuous and can be easily detected by the
naked human eye. Besides, for patch-based attacks, deter-
mining the optimal area to paste the well-calculated patch
and the patch size is another big challenge. However, the
current patch-based adversarial attacks for object detectors
can not adequately deal with these issues well.

To bridge this gap, we propose an end-to-end attack
for object detectors called IPAttack, which can generate
imperceptible adversarial patches and guarantee attack per-
formance at the same time. This type of attack can further
reveal the vulnerability of neural networks. For impercep-
tibility, we use spatially transformed [35-37] techniques to
optimize our patch, which is formulated by changing each
pixel’s position. To obtain such an adversarial patch, IPAt-
tack first optimizes a flow field matrix f, which has the same
size as the patch, and its value represents the direction and
magnitude of each pixel’s transformation. Once the flow field
is well-calculated, we can apply it to the pre-set area to obtain
the optimal adversarial patch. On the other hand, as afore-
mentioned, the patch area selection is an essential aspect
to guarantee the attack performance; thus, in this paper, we
introduce a new CAM-based [38—40] scheme, namely OD-
CAM, for object detector to extract the interested area as the
optimal area.

Usually, the object detector will perform post-processing
after the model output. In such a process, the bounding boxes

Fig. 1 Illustration of adversarial
examples. The first one is the
original image, and the
following are the prediction box
and confidence score and the
category predicted by YOLOvV4,
and the adversarial images
generated by DPAttack, Object
Hider, RPAttack, and
IPAttack(ours), respectively. As
we can see, the adversarial
example generated by our
method can successfully escape
from detecting YOLOv4;
besides, its perturbation is more
imperceptive compared to other
methods

Original image

Object Hider
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with a confidence score, i.e., greater than the preset threshold,
will be retained, while the others will be discarded, and then
an NMS operation [41] will be performed to obtain the final
detection results. To hide the objects in the image from the
object detector, our goal is to lower the confidence score of
the bounding boxes higher than the threshold through opti-
mization, resulting in the object detector not recognizing any
objects.

As shown in Fig. 1, we illustrate the adversarial examples
generated by DPAttack, Object Hider, RPAttack and IPAt-
tack, and find that our proposed method alters the attack area
slightly, thus illustrating the invisibility of the adversarial
patches. Furthermore, the extensive statistical results on two
distinct object detection benchmark datasets demonstrate that
the IPAttack significantly improves the quality of the gener-
ated adversarial examples while guaranteeing a high attack
success rate compared to existing patch-based methods on
target models while outperforming them concerning attack
success rate. The main contributions can be summarized as
follows:

e We propose a novel and imperceptible adversarial patch
attack against object detectors, called IPAttack, by intro-
ducing spatially transform techniques. As far as we know,
IPAttack is the first work to apply spatial transformation
to build adversarial patches and achieve good results.

e We innovatively designed a method named OD-CAM to
obtain the regions of interest of the object detector in the
image; with the help of OD-CAM, we can accurately
determine the patch size and further find the optimal
position to paste the calculated patches to achieve a sat-
isfactory attack performance.

'

the results detected by
YOLOv4 and Faster R-CNN

%

DPAttack

RPAttack IPAttack(our)
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e Extensive empirical results on two object detection
datasets and two different types of object detectors con-
clusively demonstrate that the proposed IPAttack can
remarkably improve the generated adversarial examples’
imperceptibility and image quality and efficiently reduce
the mAP of the object detectors.

The rest of this paper is organized as follows: we first
briefly review the methods associated with Object Detec-
tion, Adversarial Patch, and Class Activate Map in Sec. 2.
Then, Sec. 3 introduces the details of the proposed IPAttack.
Finally, the experimental results are presented in Sec. 4, with
the conclusion drawn in Sec. 5.

2 Related work

2.1 Object detection

Inrecent years, remarkable advancements have been made in
the field of general object detection. Among them, the deep
learning-based methods [7, 8], which greatly improve the
detection performance, have attracted more and more atten-
tion. Existing deep learning-based object detectors comprise
the following two parts: the backbone part, which is usually
pre-trained on ImageNet [42] and used to extract the image’s
feature; and the other part is the head, which is used to predict
classes and bounding boxes of objects. Moreover, the object
detectors can be divided into one-stage and two-stage object
detectors depending on the head part. The most representa-
tive one-stage object detector is YOLOv4 [7] and SSD [43].
As for the two-stage object detector, the most representative
ones are RCNN [44] and Faster R-CNN [8]. Specifically, the
one-stage object detector directly regresses the bounding box
and predicts the class probability regarding the input image,
while the two-stage object detector first produces region pro-
posals and then uses the detector head to classify each region
proposal. In the post-processing stage, these two types of
detectors will first remove the bounding box whose confi-
dence score is lower than the pre-defined threshold and then
perform non-maximum suppression (NMS) to get the final
detection result. In this paper, to evaluate the proposed attack
method, we selected two kinds of object detectors as our vic-
tim models, i.e., YOLOv4 and Faster R-CNN.

2.2 Adversarial patch

Brown et al. [18] first proposed the patch-based adversarial
attack to generate adversarial examples for the image classi-
fier. Subsequent works [18, 45] also centered their focus on
deceiving Deep Neural Networks (DNNs) in the context of
image classification. DPatch [31] first proposed adversarial
patches for object detection tasks and attained better attack

effects by increasing the confidence of regression boxes that
contain patches. DPAttack [33] optimizes the asteroid-like
diffusion patches with an I-FGSM [46] style to obtain the
optimal position according to the returned detection results
to paste patches to hide objects of the input image. Object
Hider [47] first computes image-size perturbations and then
uses a consensus-based algorithm and takes a vote to obtain
the grid-like patch mask to formulate the final adversarial
example. Besides, RPAttack [34] proposes a sparse patch-
based attack method to search for the minimal patch mask
by reducing the modified area iteratively. Although the final
pasted patch only influences a few pixels, it can still be rec-
ognized by the human eyes.

Compared with the previous works, our proposed [PAttack
can produce more imperceptibly adversarial patches, which
can easily deceive the human eyes and can achieve better
attack performance.

2.3 Class Activation Map

In recent years, researchers have introduced various tech-
niques to enhance the transparency of convolutional neural
networks (CNNs) by visualizing the regions of interest in
input images that are crucial for making predictions or pro-
viding visual explanations. Among these techniques, Class
Activation Mapping (CAM) [38-40] is one of the most
widely recognized and extensively used methods in com-
puter vision. CAM provides visual explanations of CNNs
by highlighting the most critical regions in an input image
for the network’s predictions. It achieves this by generating
a weighted combination of activation maps from convolu-
tional layers. These visualization techniques have proven to
be valuable tools for understanding CNN’s decision-making
processes, thereby improving their transparency and interop-
erability.

However, existing CAM-based methods are specifically
designed for classification models and are not directly appli-
cable to object detectors due to fundamental differences in
their architecture and outputs. Classification models typically
involve a single classification loss, with the final prediction
being a single class confidence score. In contrast, object
detectors generate multiple class scores along with the cor-
responding object positions. Furthermore, object detection
models, such as Faster R-CNN and YOLOv4, employ diverse
modeling approaches and produce varied outputs, making
it challenging to develop a unified CAM-based method for
object detectors. Additionally, in object detection tasks, over-
lapping regions often occur among different objects within
an image, meaning that the final heatmap cannot simply be
derived by summing the individual object heatmaps.

To address these challenges, we propose a novel approach
called OD-CAM. This scheme is designed to identify the
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Table 1 Important symbols in this paper

x image

Xadv adversarial example

b object in bounding box

Piyitial initialization patch

sz dv the pixel value of the i-th pixel on the patch

f flow field

Dic the confidence score of the object in the i-th bounding box
Ladv adversarial loss

o adversarial loss hyper-parameters

L the coordinate

H heatmap group

y¢ the highest confidence score of the object in the bounding box
Puav adversarial patch

P; the pixel value of the i-th pixel of the initialization patch

t pre-defined threshold

Ir learning rate

Lyfiow  flow loss

B flow loss hyper-parameters

regions of interest for object detectors by first generating a
group of heatmaps and then refining them through a process
of judgment and redundancy elimination. This results in a
final, comprehensive heatmap that accurately represents the
regions of interest for the object detector.

3 Methodology

In this chapter, we introduce the IPAttack in detail. First,
we define the problem in Sec. 3.1. Then, in Sec. 3.2, we
introduced an overview of IPAttack. Then, in Sec. 3.3, we
propose the OD-CAM method for selecting patch positions.
Finally, we introduce the generation of the adversarial patch
by leveraging spatial transform and the design of the object
function in Secs. 3.4 and 3.5.

3.1 Problem formulation

In this paper, we propose an attack on object detectors,
specifically targeting YOLOv4 and Faster R-CNN. Given
a well-trained detector D and an image x containing at least
one object detectable by D, our objective is to cause the
detector to fail in identifying the object(s) present in x.

One-stage detectors such as YOLOV4 directly predict the
bounding box coordinates, which indicate the object’s loca-
tion in the image, and simultaneously estimate the class
probabilities of objects in the input image. In contrast,
two-stage detectors like Faster R-CNN first generate region
proposals where objects might exist and subsequently refine
these proposals using a detection head. This process produces
the final confidence scores, which quantify the certainty of
detection, along with the bounding box coordinates. Both
types of detectors employ non-maximum suppression (NMS)
to obtain the final detection results, including the regression
box and class confidence scores.

We define R = {R1, R», R3, ..., R,,} as the set of detec-
tion results from detector D applied to image x, such that
D(x) = R. Here, R; = {L, C}, where L represents the
coordinates of the detection result (i.e., the bounding box
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specifying the object’s location in the image, such as the
corners of the box), and C is the confidence score of the
detection, ranging from O to 1, with higher values indicating
greater certainty. As m decreases, the number of detected
objects by D diminishes.

Our goal is to create an almost imperceptible adversarial
patch that reduces the number of detected objects in the image
as much as possible. To achieve this, we formulate our attack
as the following optimization problem:

Rnin(n) + Min(Xgqy — X) (D
where Ryin(n) represents the smallest number of detection
results in the adversarially modified image x,4,, as opposed
to parameters like L and C, which pertain to individual
detection details. Minimizing Rmin(») reduces the number of
detected objects, thereby lowering the detector’s overall con-
fidence in identifying objects. Simultaneously, minimizing
X4y — X ensures that the adversarial patch remains visually
inconspicuous, satisfying the essential requirements of our
attack strategy.

Table 1 summarizes the key symbols and their meanings
used in this article.

3.2 Overview of IPAttack

The overview of IPAttack is illustrated in Fig. 2, and the attack
framework is primarily divided into two steps: 1) In the first
step, OD-CAM is utilized to identify the region of interest
for the target detector within the input image to determine the
position of the patch, i.e., the mask. 2) An initial adversarial
patch is generated from the input image with such a mask.
By optimizing the loss function, the candidate adversarial
patch is refined by spatial transformation until it can attack
the detector successfully.

3.3 Patch location
Recall that the patch’s position is essential to the attack per-

formance. In this section, we explain how to find the optimal
patch location with the proposed OD-CAM to paste the patch.
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Fig.2 Overview of [PAttack, where ® represents the product of elements, and © represents the spatially transformed operation. & represents the

sum of elements

OD-CAM is a visual output of intermediate convolution lay-
ers of detectors, which involves the idea of a heatmap that
could help to indicate the important area of the input image
more obviously. Add the patch to the area obtained by OD-
CAM, which has the greatest impact on the model, in order to
improve the success rate of the attack. A heatmap is the out-
put of the gradient function with respect to the intermediate
convolution layers. Next, we detail the process of obtain-
ing such a heatmap for one-stage and two-stage detectors,
YOLOV4 and Faster R-CNN, respectively.

3.3.1 Obtaining the heatmap

Mathematically, we use the following formula to calculate
the heatmap:

H = {thead} ’ (2)

where npead represent the number of detector header, i.e.,
Nhead = {1,2,3}in YOLOV4 and njeqq = {1} in Faster-
RCNN.

thead = Zhbv w.rtbee (e (S E), (3)

beB

where e represents a detection head, E represents the set
of detection heads, b are the objects in bounding box, B
represents the set of object in bounding boxes detected by
detection head e in the image, and &, is the heatmap of single
bounding box b, b € e means object in bounding box b is
detected by the detection head e. Specifically, we use the
following formula to calculate %y:

hp = max (O, wy ® AZ) , 4

wyp = Z Za - relu <8/)\); ) (5)

aZyv

ke (3Afj)2

ok = , (6)
32
2=+ 2 >, Al —3
(a4 (dA[ )
where Ak represents the k-th active layer and position (7, j)
of the convolutlon layer on the channel, w; represents the
weight corresponding to the k-th active layer, ® represents
the element product, y¢ is the highest confidence score of

the object in the bounding box. Here, it should be noted that
(i, j) and (a, b) are regarded as the same concept.

3.3.2 Heatmap for YOLOv4

The process of OD-CAM for the YOLOVA4 is as follows:

Firstly, YOLOvV4 generates detection outcomes, consist-
ing of bounding boxes around objects in the image along
with the highest confidence scores for each object. This can
be thought of as identifying objects in the image, marking
their locations with bounding boxes, and attaching a confi-
dence level to each detection-higher scores indicate greater
certainty of the object’s presence.

Next, the confidence scores of the detected objects are
backpropagated to the three detection heads of the model,
resulting in the creation of heatmap groups, by (4), (5) and
(6). A heatmap acts as an “importance map”’, where brighter
or hotter areas represent regions where the model concen-
trated its focus for object detection. Each heatmap group
denoted as H, contains m heatmaps, where m represents the
number of objects detected in the image. Thus, this step pro-
duces a total of 3 x m heatmaps.

Subsequently, the bounding box coordinates of each
detected object are used to refine the heatmaps. For the j-th
object (where j can be any number ranging from 1 to m),
the region outside the corresponding bounding box on the
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Fig. 3 Obtaining the heatmap group through the OD-CAM for YOLOv4. The red box represents the retained heatmap, and the x represents the

discarded heat map

heatmap is zeroed out, leaving only non-zero values within
the bounding box. This process is repeated for all objects,
resulting in 3 % m heatmaps with active regions confined to
their respective bounding boxes.

Finally, By (3), for each detected object, we determine
which detection head (denoted as the i-th detection head,
where i € {1, 2, 3}) was responsible for detecting the j-th
object. Once identified, only the heatmaps corresponding to
that object within the specific heatmap group of the detection
head are retained, while the others are discarded. This results
in a refined heatmap group containing m heatmaps, which
provides a clearer understanding of how the model focused
on detecting the objects in the image.

The process of obtaining the YOLOv4 heatmap group is
shown in Fig. 3.

3.3.3 Heatmap for faster R-CNN

The process of OD-CAM for the Faster R-CNN is as follows:

First, similar to YOLOv4, the detection results of the
Faster R-CNN, that is, the corresponding bounding boxes
and the highest confidence score of each object on the image,
are obtained.

Secondly, the confidence scores of each object are back-
propagated to the ROIs of the Faster R-CNN, and the heatmap
group contains the heatmap of m objects detected by the
detector in the image. We calculate each heatmap by (4), (5)
and (6);

Fig.4 Obtaining the heatmap
group through the OD-CAM for
Faster R-CNN
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Finally, obtain the coordinates of the bounding box of
each object in image, and intersect the bounding box of the
j-th object with the bounding box of the object, and obtain
m heatmaps with non-zero values in the bounding box and
zero values in other parts. The process of obtaining a Faster
R-CNN heatmap group is shown in Fig. 4

We select the part in each heatmap group that is greater
than the preset threshold value as the mask (we set the thresh-
old value to 0.5 in our experiments), and then add these
masks together to form the final mask.

3.4 Imperceptible patch

In this subsection, we introduce the details of generating
imperceptible patches by leveraging spatial transform tech-
niques. We initialize the adversarial patch as Pjuiriat =
M (x), which is part of the benign image. We use P; to repre-
sent the pixel value of the i-th pixel of the initialization patch
and (u', v') to represent the coordinates of the pixel on the
image. We initialize a flow field f with the same size as the
original image. The vector f; = (Au®, Av®) represents
the i-th vector in the flow field f, where Au® represents
the offset along the positive x-axis, Av) represents the off-
set along the negative y-axis. We apply the flow field f to
the initial patch to formulate the adversarial patch, that is,
P,iy = f © M(x). Similarly, we define P! as the pixel

adv .

value of the i-th pixel on the patch and use (u}, vfl av) O
represent the coordinates of the pixel on the image. So we can
get the value P, by transforming the value of the j-th pixel
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of the initialization patch to the i-th pixel of the adversarial
patch, where the coordinate transfer between the j-th pixel
of the original sample and the i-th pixel of the adversarial
example is (u;dv, vfldv)=(u" + Au® v 4 ApD),

Since (u', v') can be decimals and may not be on the
integer image grid, we refer to [35] to apply differentiable
bilinear interpolation [48] to the transformed input image x.

We calculate P{; 4y Tollowing the method described in [35]:

PO = 3 p@ (1_ u® _u(q)‘),

geZ (u® ) )
(1 _ )Um _ u@‘) ,

where Zu®, v®) is the index of four pixels which are
around (u”,v?). We calculate the value of each pixel
within the adversarial patches to obtain the final adversar-
ial patch through (7). Then, our final adversarial example
can be defined as:

Xadv = Pagv + (1 — mask) * x. (8)

3.5 Object function

The objective of our imperceptible patch is to make the object
detector unable to detect objects in the image. We are well
aware that in the detector’s post-processing stage, the bound-
ing box whose confidence score is less than the thresholds
will be eliminated first, and then the NMS will be performed.
Therefore, the purpose of our adversarial loss is to lower the
corresponding confidence score before performing the NMS.
We express the adversarial loss as:

ZIN max (0, Dic (Xadv) — t)
S b

Lagy = )
where N is the bounding box before the post-processing
detected by the detector on the adversarial example, i is the
i-th bounding box, Dl.c is the confidence score of the object
in the i-th bounding box, and ¢ is the pre-defined threshold
for detector post-processing stage, which is usually the same
as the confidence score threshold of object detectors. S is the
number of bounding boxes whose confidence score is higher
than the threshold, that is, only the bounding box of posi-
tive examples will be used to cause the loss value. In order
to make our adversarial patch more imperceptible, we also
introduce the flow loss £ /0, [35] to constrain the calculated
flow field f.

all pixels
l:ﬂow (f) = Z Z
P qeZ(p) (10)

\/||Au(p> _ Au<q>||§ + | Av® — Av<q>||§,

where p is a given arbitrary pixel point, and ¢ € Z(p) is
the adjacent point of pixel point p. As we implement a local
smooth spatial transformation perturbation L ;4. based on
the total variation, we use Lqow to calculate the sum of the
spatial moving distance of any two adjacent pixels. There-
fore, the final loss function is defined as:

,C:Ol*,cady“r‘ﬁ*»cflowv (11)

where o and 8 are hyper-parameters of L4, and L f15,. We
use the Adam optimizer [49] with learning rate [r = 0.1 to
optimize our calculate flow field to obtain adversarial patches
and finally obtain adversarial examples.

Algorithm 1 Imperceptible adversarial patch for object

detectors.

Input: D: the victim model to be attacked; «: the learning rate; 7°: the
maximal optimization iterations; x: the clean image with at least one
object detected D; x,4,:adversarial examples;

Output: The adversarial example with imperceptible patches x4y is
used for attack.

Parameter: The flow field f.

1: Initialize the parameters of the flow f with zeros;

2: Obtain the Masked Image M (x) by OD-CAM;

3:fori =1to T do

4:  Compute x4, by (8);

5:  Obtain the results of the detector before NM S i.e. D(x44y);
6:  Compute Lg4y by (9);

7:  Optimize f according to (11);

8: if M =0 then

9: break

10:  end if

11: end for

The whole algorithm of IPAttack is listed in Alg. 1, which
could help readers to re-implement our method step-by-step.

4 Experiments

In this section, we evaluate the proposed IPAttack on two
object detection benchmark datasets. We first compare our
proposed method with several baseline techniques concerned
with Attack Success Rate (ASR) and the image quality of
the adversarial examples on one-stage and two-stage object
detectors.

4.1 Settings

Dataset We verify the performance of our method on two
benchmark datasets for computer vision tasks, i.e., the
VOCO0712! dataset and the COCO2017? dataset [50]. In

! http://host.robots.ox.ac.uk/pascal/ VOC/
2 https://cocodataset.org
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Table 2 Attack performance comparison based on YOLOv4 model
trained on the VOC0712 dataset

Table 4 Attack performance comparison based on Faster R-CNN
model trained on the VOC0712 dataset

Method ASR PSNR SSIM Method ASR PSNR SSIM

DPAttack 0.8200 33.4658 0.9712 DPAttack 0.8150 34.0797 0.9731
RPAttack 0.9600 41.0980 0.9840 RPAttack 0.9600 41.0980 0.9840
Object Hider 0.8750 29.4531 0.9434 Object Hider 0.7310 31.1162 0.9468
Ours 0.9850 41.6613 0.9928 Ours 0.9810 37.8593 0.9856

The best results are highlighted in bold

detail, the VOCO0712 dataset is mainly composed of two parts:
VOC2007 dataset [51] and VOC2012 dataset [52], spanning
20 classes. The COCO2017 dataset consists of 123,287 real-
world images with different sizes, spanning 80 classes. We
randomly select 1000 images from each dataset as benign
images and ensure all these images can be correctly recog-
nized by the victim model, i.e., at least one object can be
detected.

Models We attack two types of detectors involving one-stage
and two-stage, namely YOLOv4 and Faster R-CNN. We use
the VOCO0712 dataset and the COCO2017 dataset to train
YOLOv4 and Faster R-CNN models, respectively. The mAP
values of the YOLOv4 and Faster R-CNN on the VOC0712
dataset are 0.8904 and 0.7471, while on the COCO2017
dataset are 0.7024 and 0.5900, respectively. The input sizes
are 416*416 for the YOLOv4 and 600*600 for the Faster
R-CNN, respectively; in terms of the backbone network,
CSPDarknet53 [7] is used in the YOLOv4 and ResNet-50
is used for the Faster R-CNN.

Baselines We choose the most comparable methods for
attacking object detectors as our baselines, such as DPAt-
tack [33], RPAttack [34], and Object Hider [47].

Metrics The evaluation metrics used in this part are as fol-
lows: to measure the attack performance, 1) the Attack Suc-
cess Rate (ASR), which is calculated as Qg ccess/Q, Where
Ojsuccess 18 the number of samples successfully attacked and
Q is the number of total samples). 2) The mAP is an all-
important evaluation metric for object detectors, and we also
use the mAP of object detectors to evaluate the performance
of IPAttack and baselines.

Table 3 Attack performance comparison based on YOLOv4 model
trained on the COCO2017 dataset

The best results are highlighted in bold

The other metrics used to evaluate the image quality of
generated adversarial examples are included: 3) the Peak
Signal-to-Noise Ratio (PSNR) is used to evaluate the image
distortion and 4) the Structural Similarity Index (SSIM) is
used to test the structural similarity between the generated
adversarial examples and their clean counterparts. A higher
ASR means better attack performance and a larger PSNR and
SSIM indicate better image quality.

Implementation details In experiments, we set the maxi-
mum iteration number T = 1k, the optimizer uses Adam [49]
and the learning rate /r=0.1, we set =0.5 in (9). In terms of
the loss function’s hyperparameters in our method, the spe-
cific settings are « = 1 and 8 = 0.0001. We will discuss the
specific settings for & and 8 in Sec. 4.5.1. All the indicators
in terms of image quality and mAP are measured on saved
JPEG images.

For the baselines, we perform attacks by using the code
with default settings provided by the papers. All the experi-
ments are conducted on a GPU server with 4 * Tesla A100
40GB GPU, 2 * Xeon Glod 6112 CPU, and RAM 512GB.

4.2 Quantitative comparison with the previous
works

In this subsection, we will evaluate the proposed IPAttack and
the baselines DPAttack, RPAttack, and Object Hider in ASR,
PSNR, and SSIM on the VOC0712 dataset and COCO2017
dataset.

Tables 2 and 4 show the results of ASR, as well as the
PSNR and SSIM, which are obtained by attacking YOLOv4
and Faster R-CNN on the VOC0712 dataset, respectively.

Table 5 Attack performance comparison based on Faster R-CNN
model trained on the COCO2017 dataset

Method ASR PSNR SSIM Method ASR PSNR SSIM
DPAttack 0.9040 31.1714 0.9562 DPAttack 0.4580 30.9781 0.9543
RPAttack 0.9000 37.5537 0.9670 RPAttack 0.9000 37.5537 0.9670
Object Hider 0.6340 30.6835 0.9449 Object Hider 0.6160 36.7802 0.9647
Ours 0.8650 43.6336 0.9939 Ours 0.9240 40.0242 0.9821

The best results are highlighted in bold
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Simultaneously, Tables 3 and 5 show the emprical results
obtained by attacking YOLOv4 and Faster R-CNN on the
COCO2017 dataset, respectively. As can be seen, IPAttack
can improve the performance of baseline methods in all of
the target models in terms of ASR, PSNR, and SSIM. It is
worth noting that we maintain a higher ASR than the base-
line method while its image quality far exceeds that of the
baseline method. From Tables 2 and 4 we can see that in the
case of the same dataset, the adversarial examples’ PSNR
and SSIM obtained by the proposed method to attack Faster
R-CNN are much lower than those obtained by attacking
YOLOV4, that is, the image quality is much worse. This is
because Faster R-CNN is harder to attack than YOLOv4 in
our method and requires more iterations. Note that the ASR
and image quality, including PSNR and SSIM of YOLOv4,
are the same as Faster R-CNN on the same dataset.

To better observe the difference between the adversar-
ial examples generated by the proposed method and the
baselines from the visual aspect, we draw the adversarial
examples generated on VOC(0712 by baselines and the pro-
posed method in Fig. 5. The target model is YOLOv4. The
first column is clean images, The second column is the results
detected by YOLOV4, and the following are the adversarial
images of Object Hider, DPAttack, RPAttack, and IPAttack,
respectively. From Fig. 5, we can clearly see the patches
on the adversarial examples generated by Object Hider and
DPAttack and the scattered patches on the adversarial exam-
ples generated by RPAttack. However, for our method, we
cannot even find the location of the patch, which means our
generated adversarial patches are less perceptible and able to
deceive the human eye.

the results detected

by detector Patch

original image Object Hider

DPAttack

Table6 The mAP of YOLOv4 and Faster R-CNN

Method YOLOv4 Faster R-CNN

mAP decline mAP decline
Original 0.9051 - 0.8982 -
DPAttack 0.7778 0.1273 0.7833 0.1149
RPAttack 0.8997 0.0054 0.8830 0.0152
Object Hider 0.8130 0.0921 0.7539 0.1443
Ours 0.7471 0.1959 0.3389 0.5593

The best results are highlighted in bold

4.3 The comprising results of mAP

In Table 6, we list the decline of the mAP on the target
detectors with adversarial examples generated by IPAttack
and baselines. First, we obtain that the mAPs of YOLOv4
and Faster R-CNN on the 1000 clean images selected from
the VOCO0712 dataset reach 0.9051 and 0.8982, respectively.
Then, we compute the mAPs of these two detectors on the
adversarial examples generated by different methods.

From Table. 6, we can find that 1) our method significantly
reduces the mAP of the target model compared to previous
work. 2) Most existing attack methods show better perfor-
mance when the object detector cannot detect objects in the
image, but they cannot significantly reduce the mAP of the
object detector.

4.4 Attack on YOLOv5 and YOLOv7
To further validate the effectiveness of the proposed IPAttack,
we also evaluated its performance against two other widely

Patch Patch

IPAttack

i

Patch RPAttack

Fig.5 The perceptibility comparison of generated adversarial images. The first column is clean images, the second column is the results detected
by YOLOv4, and the following are the adversarial images and adversarial patches of Object Hider, DPAttack, RPAttack, and IPAttack, respectively
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Table 7 TPAttack attack performance based on YOLOvS5 model and
YOLOV7 model

Model YOLOVS YOLOvV7

VOCO0712 COCO2017 VOCO0712 COCO2017
ASR 0.9830 0.8439 0.9738 0.8347
PNSR 41.1464 43.8376 42.3283 41.5477
SSIM 0.9920 0.9856 0.9960 0.9896

used object detectors, namely YOLOvS and YOLOvV7, as
shown in Table 7. By comparing the results presented in
Table 7 with those in Tables 2 and 3, it becomes evident that,
when using the same dataset, the success rate of IPAttack
against the YOLOv4 model surpasses that against YOLOVS
and YOLOV7. This discrepancy can be attributed to the suc-
cessive enhancements and optimizations incorporated into
YOLOVS5 and YOLOV7, which have significantly improved
their robustness. These advancements have provided these
models with stronger resistance mechanisms, enabling them
to defend against attacks such as IPAttack more effectively
compared to their predecessor, the YOLOv4 model.

4.5 Ablation study

In order to investigate the effects of hyper-parameters « and
B, as well as OD-CAM, on the attack success rate, we con-
ducted ablation experiments separately in this subsection.

4.5.1 Loss and hyper-parameters

The proposed method concerns the settings of the hyper-
parameters, such as o and 8, which will deeply affect the
attack performance. We examine the influence of these fac-
tors on YOLOv4 and Faster R-CNN with the VOC0712
dataset and the COCO2017 dataset. During the attack, the
maximal number of iterations is limited to 1000. It can be

104 Faster R-CNN+VOC0712
—m— YOLOV4+VOC0712

—m— YOLOV4+COC02017

0.8 { —m— Faster R-CNN+COC02017

Table 8 The attack performance comparison of IPAttack optimized
with and without the OD-CAM in the Faster R-CNN model, w. means
with OD-CAM, w.o. means without OD-CAM

Method IPAttack w. IPAttack w.o.

VOCO0712 COCO02017 VOCO0712 COCO02017
ASR 0.9810 0.9240 0.5620 0.2660
PSNR 37.8593 40.0242 38.2539 37.0001
SSIM 0.9856 0.9821 0.9870 0.9838

seen from Fig. 6 that ASR gradually increases along with g
reduction. And the best ASR is achieved when the ¢=1 and
p=0.0001.

4.5.2 OD-CAM

To verify the effectiveness of OD-CAM, we conducted
ablation experiments on the Faster R-CNN model with
the VOC0712 and COCO2017 datasets. The attack with
OD-CAM can output the position and the size of patches
simultaneously, for the attack without OD-CAM, we set the
patch size reading of the average of the patch sizes obtained
by OD-CAM and set the patch position as the image center.
And the number of iterations is the same as Sec. 4.2. The
experimental results are listed in Table 8.

From the results in Table 8, it can be observed that the
attack success rate is significantly decreased without OD-
CAM, followed by a slight drop in image quality. This proves
the effectiveness of OD-CAM in improving the attack suc-
cess rate and image quality of the generated adversarial
examples.

4.5.3 Patch in the suboptimal area

To simulate real-world challenges, we place adversarial
patches obtained using OD-CAM into constrained or subop-
timal regions of the image. In the specific experiment, we use
the partitions of each heatmap group that are greater than the
threshold of 0.3 and less than the threshold of 0.8 as masks.
And the YOLOv4 model and Faster R-CNN model were used

0.6 to complete this experiment on the VOCO0712 dataset and
g COCO2017 dataset, respectively. The experimental results
ik are listed in Table 9.
Table 9 The attack performance of IPAttack when the patch is in the
0.2 4 suboptimal area
Model YOLOv4 Faster R-CNN
o0 VOCO0712 COCO02017 VOCO0712 COCO02017
! 05 01 008 6 001 0005 0001 00001 AQR 0.6375 0.5463 0.7246 0.2660
PSNR 37.8456 39.1341 38.2539 36.7464
Fig. 6 The performance of IPAttack when using different hyper- SSIM 0.8813 0.8122 0.8351 0.7587

parameters
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Asshownin Table 9, it can be observed that when the patch
is placed in suboptimal regions, the ASR, PSNR, and SSIM
generated by the IPAttack method are significantly reduced
compared to patches placed in optimal regions.

4.6 Potential defense mechanisms

Similar to image classification tasks, adversarial training
is one of the most effective approaches to improving the
robustness of object detectors. Specifically, the adversarial
examples generated using the proposed method can be used
to perform adversarial training on the target detector, thereby
enhancing its robustness against unseen patches. Addition-
ally, existing universal attack methods can be employed to
generate universal adversarial examples, which can then be
used to conduct adversarial training, further improving the
detector’s resilience against unknown attacks.

5 Conclusions

In this paper, we propose IPAttack to generate imperceptible
adversarial patches for object detectors. Our experiment’s
results in terms of ASR and image quality on the VOC0712
dataset and COCO2017 dataset demonstrate the effective-
ness and superiority of our attack against general one-stage
object detectors and two-stage object detectors. To determine
the location of the patch, we propose OD-CAM to search
for regions of interest for the object detector. Besides, to
make adversarial patches more imperceptible, we use spa-
tial transform to generate adversarial patches and achieve
good results. To our knowledge, we are the first to propose
a method that applies spatial transform to generate adversar-
ial examples for object detectors. The experimental results
show that the DNN-based object detectors are vulnerable to
the imperceptible adversarial patch attack, which provides
inspiration for later workers to study the vulnerability and
further improve the robustness of the object detectors.
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